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1 SUMMARY 

This report describes a novel strategy to avoid or mitigate reactive forms of jamming 

using a reinforcement learning approach. The mitigation strategy focuses on finding an effective 

channel hopping and idling pattern to maximize link throughput. Thus, the strategy is well-suited 

for frequency hopping spread-spectrum systems, and best performs in tandem with a channel 

selection algorithm. By using a learning approach, there is no need to pre-program a radio with 

specific anti-jam strategies, and the problem of having to classify jammers is avoided. Instead, 

the specific anti-jam strategy is learned in real-time and in the presence of the jammer. 

Also, this report analyzes the feasibility of reactive jamming (including repeater 

jamming) in a satellite communications scenario, and describes a countermeasure that takes 

advantage of the constraints associated with reactive jamming. A reactive jammer is a type of 

jammer that has the ability to sense a portion of spectrum and immediately transmit a jamming 

signal when it senses a signal it wants to jam. Thus, a reactive jammer can counter the processing 

gain associated with frequency-hopping (but not direct-sequence) spread-spectrum.  

This report presents a three-step approach to analyzing the primary constraints associated 

with reactive jamming, as well as detailed example scenarios (both theoretical and simulated) 

that demonstrate the feasibility of our analysis. Additional clarity is provided by splitting the 

analysis into uplink and downlink jamming. A strategy to mitigate the effects of reactive 

jamming is presented, which takes advantage of the geometric constraints of reactive jamming 

by using a coding and interleaving scheme that results in the transmitted bits appearing at the 

very beginning of each hop.  

This work demonstrates that reactive jamming is a valid threat to satellite communication 

systems. However, the analysis and simulation results indicate that as long as the geographical 

area around user terminals is free of reactive jammers, substantial mitigation can be achieved 

using the proposed mitigation strategy.  
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2 INTRODUCTION 

Wireless communication systems are becoming more prevalent because of their 

affordability and ease of deployment. Unfortunately, all wireless communications are susceptible 

to jamming. Jamming attacks can degrade communications and even cause total denial of service 

to multiple users of a system. As communication technology becomes more sophisticated, so 

does the sophistication of jammers. Even though jamming techniques such as repeater jamming 

have been known for decades, recently there has been research into other forms of complex 

jamming with receiving and processing capabilities (reactive jamming) [1, 2]. 

Wireless security threats are typically broken up into two categories: (1) cyber-security, 

and (2) electronic warfare (i.e., jamming). Electronic warfare attacks target the physical (PHY) 

and/or media access control (MAC) layer of a communication system. Cyber-security attacks are 

designed to exploit the higher layers of the communications stack. In this project, we were only 

concerned with jamming, and in particular jamming of an intelligent nature. A series of 

intelligent jamming attack models are introduced in the paper by Xu et al., including the reactive 

jammer model [2]. The authors proposed a basic detection algorithm using statistics related to 

signal strength and packet delivery ratio. For an overview on electronic warfare and jamming, we 

refer the reader to the text by Adamy [3]. 

2.1 Reinforcement Learning 

A reinforcement learning (RL) or a Markov Decision Process (MDP) approach has been 

previously used in the wireless domain for channel assignment, general anti-jamming in wireless 

sensor networks, and jammer avoidance in cognitive radio networks [4-7]. Yang et al. applied 

reinforcement learning to the problem of channel assignment in heterogeneous multicast 

terrestrial communication systems [4]. While their discussion did not deal with jamming, it had 

similar concepts to the proposed techniques.  

Zhu et al., proposed an anti-jamming scheme for wireless sensor networks [5]. To 

address time-varying jamming conditions, the authors formulated the anti-jamming problem of 

the sensor network as a MDP. It was assumed that there were three possible anti-jamming 

techniques:  (1) transmission power adjustment, (2) error-correcting code, and (3) channel 

hopping. These techniques were not explored any further; the set of actions available to the radio 

is simply which technique is used. While their work is similar, it greatly generalized anti-



 

 
 

Approved for Public Release; distribution is unlimited. 

3 

jamming strategies. In other words, their work did not offer a jamming strategy; it offered a 

method of choosing the best jamming strategy from a given set.  

Wu et al., used a MDP approach to derive an optimal anti-jam strategy for secondary 

users in a cognitive radio network [6]. For their jammer model, the authors used reactive 

jammers seeking to disrupt secondary users and avoid primary users. In terms of actions, in each 

time-slot the secondary user must decide whether to stay or hop frequencies. The authors 

proposed an online learning strategy for estimating the number of jammers and the access pattern 

of primary users (this can be thought of as channel availability). Even though the authors used a 

reactive jammer model similar to the one described in our work, they assumed that the jammer 

was always successful and that the entire analysis is within the context of dynamic spectrum 

access. To the best of our knowledge, there have not been any RL or MDP based approaches 

designed to mitigate a wide range of reactive jamming behaviors.  

2.2 Reactive Jammer 

A reactive jammer is a type of jammer that has the ability to sense one or more channels 

and immediately transmit a jamming signal when it senses a signal it wants to jam [2]. In a 

frequency hopping spread-spectrum (FHSS) system, this allows the jammer to only transmit 

when the target is transmitting, as well as only transmit on the target’s current frequency, without 

needing to know the hop sequence. The jammer is then able to conserve power, achieving a gain 

roughly equal to the FHSS processing gain and remaining harder to detect. Typically, a reactive 

jammer will not simply retransmit the received signal, because this could potentially help the 

target communications system. Instead, the jammer may noise modulate the received signal, or 

simply transmit noise on the detected center frequency. 

In this project, we analyzed the feasibility of performing and mitigating reactive jamming 

in a satellite communication (SATCOM) type scenario. SATCOM systems are characterized by 

the long distances that the electromagnetic signals need to travel, and thus directional antennas 

are typically required. These communications systems typically include satellites in 

geosynchronous orbit (35,786 km above the Earth’s surface), spaced along an orbit above the 

equator [8]. They also tend to use spread-spectrum techniques such as direct sequence spread-

spectrum (DSSS) and/or frequency hopping spread-spectrum (FHSS) for protection against 

jamming [3, 9]. The analysis in this report assumed a 40 GHz uplink carrier (Earth-to-space) and 
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a 20 GHz downlink carrier (space-to-Earth). This corresponds to a Ka-band satellite system, 

which is increasingly popular for commercial SATCOM services. A 2 GHz hopping bandwidth 

was used as a case study, because this is roughly the average bandwidth of each geostationary 

SATCOM band [10]. We remained agnostic of whether the satellite had onboard processing (i.e., 

a regenerative transceiver) or whether it simply implemented a transponder (i.e., a non-

regenerative transceiver), because we assume that the reactive jamming occurs on the uplink or 

downlink signal between the satellite and ground user/station, as shown in Figure 1. 

 

 

Figure 1. A Satellite Communication Jamming Scenario Involving an Inter-Satellite Link 

 

It is well-known that jamming a FHSS system requires either knowing the hopping 

sequence beforehand and being time-synchronized, or dynamically detecting the signal at some 

frequency and immediately transmitting on that frequency [11]. The latter jammers are called 

reactive, because they react to the signal they are attacking in real-time. In order for reactive 

jamming to be feasible, there are three main requirements that must be satisfied:   

1. The jammer must receive the target signal at a high enough signal-to-noise ratio 

(SNR) to be able to detect the actual transmission frequency; 

2. The jamming signal must reach the target receiver with a high enough jammer-to-

signal ratio (JSR) to degrade communications; and 

3. The jamming signal must reach the target receiver quick enough to overlap in 

time and frequency with the target signal.  
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The goal of any countermeasure is to prevent or mitigate the threat. Therefore, the 

countermeasure presented in this report will focus on preventing the adversary from meeting one 

of the above requirements (the one that requires the least amount of effort to foil). 

3 METHODS, ASSUMPTIONS, AND PROCEDURES 

3.1 Reactive Jamming Mitigation Using Reinforcement Learning 

We propose a strategy to mitigate or even avoid reactive forms of jamming using a 

reinforcement learning (RL) approach. Through a learning approach, the problem of having to 

detect and classify which type of jammer is present in real-time is avoided. In addition, there is 

no need to pre-program a radio with specific mitigation strategies. Instead, the strategy is learned 

in real-time and in the presence of the jammer. The proposed mitigation strategy focuses on 

finding an effective channel hopping and idling pattern to maximize link throughput. Not only 

can this approach enable communications, which would otherwise fail in the presence of a 

sophisticated and reactive jammer, but it can also act as an optimization routine that controls the 

link-layer behavior of the radio. 

The proposed strategy is well suited for frequency hopping spread-spectrum (FHSS) 

systems, which are widely used in modern wireless communications. The strategy could also be 

applied to an orthogonal frequency division multiple access (OFDMA) system in which users 

hop between different subcarriers or groups of subcarriers. Countless users and systems depend 

on wireless communications and therefore, it is important to secure them against jamming. While 

there exists many methods to counter barrage jamming (the most basic form of jamming), there 

are few methods that are designed to address the more intelligent behaviors a jammer can 

exhibit. 

3.1.1 System Model and Problem Formulation 

Consider the typical wireless communications link with the addition of a jammer that 

both receives the friendly signal (but not necessarily demodulates it) and transmits a jamming 

signal, as shown in Figure 2. For the sake of simplicity, we will only consider a unidirectional 

link, although this analysis also applies to bidirectional links that may be unicast or broadcast, as 

well as a collection of links. While reactive jamming can take on different forms, we will broadly 

define the term as any jammer that is capable of sensing the link and reacting to sensed 
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information. We will assume this sensed information is in the form of the presence or absence of 

energy, because any additional information such as modulation scheme or actual data would be 

irrelevant for this mitigation strategy. 

 

 

Figure 2. System Model of a Transmitter, Receiver and Reactive Jammer 

 

A simple example of a reactive jammer is one that senses the spectrum for activity and 

then immediately transmits wideband noise when it senses any activity [2]. This strategy allows 

the jammer to remain idle while the channel is idle and thus save power and avoid being easily 

detected. Another form of reactive jamming, commonly known as repeater or follower jamming, 

works by immediately transmitting what it receives with noise added to it [11]. This can be 

modeled as a jammer that senses a set of channels, and immediately transmits noise on any 

channel that appears to be active. 

Reactive jamming is only feasible when the geometry of the system is such that the 

jammer’s transmitted signal reaches the target receiver before it hops to a new channel or stops 

transmitting. As such, reactive jamming is only possible when the jammer is physically located 

near or between the target transmitter and receiver. If  represents the fraction of each hop 

duration that must remain un-jammed for communications to succeed, then we have the 

following inequality limiting the distances d2 and d3 [11]: 

 ݀ଶ ൅ ݀ଷ ൑ ሺߟ ௗܶ െ ௝ܶሻܿ ൅ ݀ଵ, (1) 

where Td is the hop duration, Tj is the jammer’s processing time, c is the speed of light, and d1, 

d2, and d3 are the distances indicated in Figure 2. In addition to this limitation, the jammer-to-

signal ratio at the receiving node must be high enough to degrade quality of service. In this 

section, we assume that the jammer is close enough to the transmitter and receiver, and that the 

jammer-to-signal ratio is significantly high during periods of jamming. 



 

 
 

Approved for Public Release; distribution is unlimited. 

7 

As part of the analysis and simulation, we investigated two specific reactive jamming 

models. The first, labeled in this section as simply “reactive jamming”, is defined as a jammer 

that successfully jams any transmission that remains active for too long, regardless of the 

channel or frequency being used. The second jammer model is based on repeater jamming, and it 

is described as a jammer that successfully jams any transmission that remains on the same 

channel or frequency for too long. While there are other ways to formulate reactive jamming 

models, the analysis and simulation in this section will focus on these two. More formal 

definitions of these two jammer models are as follows:  

1. Reactive Jammer - Begins jamming any transmission that remains active for 

more than ோܰா஺஼் time steps, and will only cease jamming once the target is idle 

for at least ூܰ஽௅ா time steps.  

2. Repeater Jammer - Begins jamming any transmission that remains on the same 

channel for more than ோܰா௉ time steps.  

In this analysis, we investigate a transmitter and receiver pair that can hop among a certain 

number of channels using a FHSS approach, or any other approach that involves radios capable 

of changing channels. Therefore, at any time step, the transmitter has the option to remain on the 

channel, change channel, or go idle. Because the actions of the transmitter must be shared with 

the receiver beforehand, it is expected that decisions are made in advance. It is assumed that 

channel quality indicators (e.g., whether or not the information was received) are sent back to the 

transmitter on a per-hop basis. These indicators could be binary (indicating an acknowledged 

(ACK) or not acknowledged (NACK)), or they could take on a range of values indicating the 

link quality. Lastly, it is assumed that the receiver is not able to simply detect the presence of a 

jammer. 

3.1.2 Strategy for Mitigation of Reactive Jamming 

The mitigation strategy described in this section is based on modeling the system as a 

MDP, where the transmitter is the decision maker, and then using RL to learn a strategy for 

dealing with the broad category of reactive jamming. This strategy will be in the form of a 

channel hopping pattern, where going idle is considered as hopping to the “idle channel” for a 

certain duration. However, we are not concerned with choosing the best channel to transmit on at 

any given time, nor identifying corrupt channels that have excessive noise. The mitigation 
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strategy described in this section is designed to work in tandem with this kind of algorithm (i.e., 

one that indicates which specific channels are suitable for use and which are not). Likewise, we 

are not concerned with the PHY layer waveform characteristics that the transmitter or jammer 

uses (i.e., bandwidth, modulation, or type of noise). Adaptive modulation and coding can be 

performed alongside the proposed strategy. 

3.1.3 Reinforcement Learning Background 

RL is the subset of machine learning concerned with how an agent should take actions in 

an environment to maximize some notion of cumulative reward. The agent is the entity 

interacting with the environment and making decisions at each time interval, and in this section 

we will consider the transmitter as the agent (although the actions it chooses must be forwarded 

to the receiver). An agent must be able to sense some aspect of the environment and make 

decisions that affect the agent’s state. For example, reinforcement learning can be used to teach a 

robot how to walk without explicitly programming the walking action. The robot could be 

rewarded for achieving movement in a forward direction, and the robot’s action at each time step 

could be defined as a set of angular servo motions. After trying a series of random motions, the 

robot will eventually learn that a certain pattern of motion leads to moving forward, and thus, a 

high cumulative reward. In this section, we apply this concept to a transmitter that learns how to 

hop or idle in a manner that allows successful communications under a sophisticated reactive 

jamming attack. 

There are four main components of a RL system: (1) a policy, (2) a reward, (3) a value 

function, and (4) the model of the environment [12]. A policy (denoted as π) defines how the 

agent will behave at any given time. The goal of a RL algorithm is to optimize the policy in order 

to maximize the cumulative reward. A policy should contain a stochastic component, so that the 

agent tries new actions (known as exploration). A reward, or reward function, maps the current 

state and action taken by the agent to a value and is used to indicate when the agent performs 

desirably. In a communication system, a possible reward function may combine the throughput 

of a link, spectral efficiency, and power consumption. While the reward function indicates what 

is desirable in the immediate sense, the value function determines the long-term reward. A state 

may provide a low immediate reward, but if it leads to other states that provide a high reward, 

then it would have a high value. 
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The model of the environment is used to either predict a reward that has not been 

experienced yet, or simply to determine which actions are possible for a given state. For 

example, it is possible to create a RL agent that learns how to play chess. The environment 

would be a model of the chess board, pieces, and the set of legal moves. 

In RL, the environment is typically formulated as a MDP, which is a way to model 

decision making in situations where outcomes are partially random and partially under the 

control of the decision maker. The probability of each possible next state, ݏ′, given the current 

state ݏ and action ܽ taken, is given by [12]: 

 ௦ܲ௦ᇱ
௔ ൌ ௧ାଵݏሼݎܲ ൌ ௧ݏ|′ݏ ൌ ,ݏ ܽ௧ ൌ ܽሽ. (2) 

Equation (2) provides what are known as transition probabilities, and because they are only 

based on the current state and action taken, it assumes a memoryless system, and therefore, has 

the Markov property. The expected reward (obtained in the next time step) for a certain state-

action pair is given by:  

 ܴ௦௦ᇱ௔ ൌ ௧ାଵݏ|௧ାଵݎሼܧ ൌ ,′ݏ ௧ݏ ൌ ,ݏ ܽ௧ ൌ ܽሽ. (3) 

The goal of a learning agent is to estimate these transition probabilities and rewards, while 

performing actions in an environment. In order for an agent to take into account the long-term 

reward associated with each action in each state, it must be able to predict the expected long-

term reward. For a certain policy ߨ, we calculate the expected return from starting in state ݏ and 

taking action ܽ as [12]: 

 ܳగሺݏ, ܽሻ ൌ ∑గሼܧ 	ஶ
௞ୀ଴ ߛ

௞ݎ௧ା௞ାଵ|ݏ௧ ൌ ,ݏ ܽ௧ ൌ ܽሽ, (4) 

where ߛ is known as the discount rate, and represents how strongly future rewards will be taken 

into account. Equation (4) is known as the action-value function, and in a method known as Q-

learning, the action-value function is estimated based on observations. While performing actions 

in an environment, the learner updates its estimate of ܳሺݏ௧, ܽ௧ሻ as follows [12]: 

 ܳሺݏ௧, ܽ௧ሻ ← ܳሺݏ௧, ܽ௧ሻ ൅ ߙ ቂݎ௧ାଵ ൅ maxߛ
௔
ܳሺݏ௧ାଵ, ܽሻ െ ܳሺݏ௧, ܽ௧ሻቃ, (5) 

where ݎ௧ାଵ is the reward received from taking action ܽ, and ߙ is the learning rate, which 

determines how quickly old information is replaced with new information. Because Q-learning is 

an iterative algorithm, it must be programmed with initial conditions (ܳሺݏ଴, ܽ଴ሻ). Optimistically 

high values are typically used for initialization to promote exploration. However, even once 

some initial exploration is performed, there needs to be a mechanism that prevents the agent 
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from simply sticking to the best policy at any given time. An approach known as Epsilon-greedy 

compels the agent to take the “best action” with probability 1- and take a random action (using 

a uniform probability) with probability ߝ. Epsilon is usually set at a fairy high value (e.g., 0.95) 

so that a majority of the time the agent is using what it thinks is the best action. For an in-depth 

tutorial on MDP’s and RL, we refer the reader to Sutton and Barto [12]. 

3.1.4 Markov Decision Process Formulation 

We will now formulate a MDP used to model the transmitter’s available states and 

actions. The states exist on a two-dimensional grid, in which one axis corresponds to the time 

that the transmitter has been on a given channel (including the “idle channel”), and the other axis 

corresponds to the time that the transmitter has been continuously transmitting. Time is 

discretized into time steps, and we assume the step size is equal to the smallest period of time in 

which the transmitter must remain on the same channel. Figure 3 shows the state-space and 

actions available in this MDP. 

 

 

Figure 3. Markov Decision Process Associated with Hopping Channels and Going Idle 
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The transmitter will always start in the top-left state, which corresponds to being idle for 

one time step. It then must choose whether to remain idle, or “change channel” (which can be 

interpreted as “start transmitting” when coming from an idle state). If it decides to change 

channel, then in the next time step, it must decide whether to remain on that channel or change to 

a new channel, which we will assume is chosen randomly from a list of candidate channels. It 

should be noted that the result of each action is deterministic. However, the rewards may contain 

a stochastic component. Due to what the states represent, the MDP is theoretically infinitely long 

in directions as indicated by ellipsis in Figure 3. However, in practical systems, the width and 

height of the MDP must be limited. 

The reward associated with each state transition is based on the actual data throughput 

that occurs during the time step. As such, the rewards are based on the jammer model, and may 

be stochastic in nature. Figure 4 shows the rewards associated with a transmitter and receiver 

operating in the presence of a reactive jammer with ோܰா஺஼் ൌ 3 and ூܰ஽௅ா ൌ 1 (model and 

parameters defined in the previous section). This example shows that when the radio is 

transmitting for more than three continuous time steps, the link becomes jammed (red states) and 

the reward becomes zero until the jammer goes idle and then starts transmitting again (the radio 

is not rewarded while idle). Although the rewards are shown on top of each state, they are 

actually associated with the previous state and action taken, and won’t always be equal for a 

given resulting state. The numbers 1, 1.3, and 1.47 are examples to demonstrate the fact that 

remaining on the same channel is more favorable than switching channels, due to the time it 

takes to switch frequencies. In a real implementation, the reward would be based on the achieved 

throughput, or quality of the link, not a model. A summary of how to cast this mitigation 

approach into a RL framework is given in Table 1. 
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Figure 4. Rewards Associated with Reactive Jammer Model ࢀ࡯࡭ࡱࡾࡺ ൌ ૜ 

 

Table 1. Summary of How to Cast This Mitigation Approach into an RL Framework 

Environment States exist on a two dimensional grid, in which one axis corresponds to the time 
the transmitter has been on a given channel (including the “idle channel”), and the other axis 
corresponds to the time the transmitter has been continuously transmitting. 

Agent’s Actions are to either:  1) remain idle, or 2) “change channel”, which can be interpreted 
as “start transmitting” when coming from an idle state. 

State Transition Rules are deterministic (although a stochastic component due to external 
factors could be added) and based on the action taken. 

Reward Function is a value proportional to the data throughput that occurred during the time 
step (not known until feedback is received). 

Agent’s Observations include the state it is currently in, and the reward achieved from each 
state-action pair. 

Exploration vs. Exploitation is achieved using the Epsilon-greedy approach, in which the agent 
chooses a uniformly random action a small fraction of the time. 

Task type is continuing by nature, but could be treated as episodic where each episode is an 
attempt to transmit for ܰ time steps.  
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Now that the states, actions, and rewards are established, we can investigate the learning 

process of the transmitter in the presence of various types of reactive jammers. In RL, the agent 

(in this case, the transmitter) learns by trying actions and building statistics associated with each 

state-action pair. At the beginning of the learning process, the agent has no information about the 

environment and must try random actions in any state. After a period of learning, the agent 

eventually chooses what it thinks is the best action for each state in terms of the predicted long-

term reward. The Epsilon-greedy approach forces the agent to never consider itself “finished” 

with learning. 

Under a reactive jammer with a certain ோܰா஺஼் and when ூܰ஽௅ா ൌ 1, the optimal policy 

is to remain on the same channel for ோܰா஺஼் time steps, and then go idle for one time step. Three 

optimal policies are shown in Figure 5, corresponding to ோܰா஺஼் ൌ 1, 2, and	3. Each optimal 

policy resembles a loop that starts at idle for one time step and proceeds to transmit on the same 

channel for ோܰா஺஼் time steps. In a real-world scenario, it takes the transmitter many time steps 

to establish that this is the best policy to take, because it must explore each state-action multiple 

times to build reliable statistics. 

 

 

Figure 5. Optimal Policies in the Presence of Three Different Reactive Jammers 

 

The optimal policy for a repeater jammer is shown in Figure 6, using ோܰா௉ ൌ 1 and 2. 

This zigzag pattern indicates constant-rate frequency hopping, which is well-established as the 

typical method for avoiding repeater jamming [12]. Unfortunately, the optimal policy will 

always be infinitely long in the horizontal direction. To take this into account, the learning 
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process can involve resetting the current state to the top-left state after a certain period of time 

continuously transmitting. This will have minimal influence on learning the optimal policy as 

long as the state-space spans enough time steps to take into account the slowest (i.e., the highest 

value of ோܰா௉) perceivable repeater jammer. 

Using the approach described in this section, there is no need to perform “jammer 

classification”. As such, the mitigation strategy will remain effective over a wide range of 

jamming behaviors, and may even be able to deal with new jamming behaviors that were not 

considered during development. 

 

 

Figure 6. Optimal Policies in the Presence of Two Different Repeater Jammers 

 

3.1.5 Knowledge Decay 

The last component of the proposed mitigation strategy is taking into account a changing 

environment. A given jammer may only be present for a short period of time, and link 

performance would degrade if the transmitter were sticking to its acquired knowledge. As such, 

the learning engine must incorporate some form of knowledge decay. Due to the nature of Q-

learning, the learning rate ߙ can be used as a form of knowledge decay, by setting it low enough 

so that the learner can react to a changing environment. A proper value for ߙ would be based on 

how quick the transmitter is able to learn optimal policies for a variety of jammers. A detailed 

investigation on approaches of knowledge decay or forgetting is beyond the scope of this work, 

but for more information we refer the reader to Sutton and Barto [12]. 
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3.1.6 Comparison with Traditional Parameter Optimization 

Finding an effective channel hopping and idling pattern in the presence of a reactive 

jammer could also be performed by optimizing the hopping rate and transmission duty cycle. 

This can also be thought of as adjusting ைܶே and ைܶிி; the transmission and idle time of a 

transmitter, assuming it hops frequencies after each transmission. This type of approach is often 

used in cognitive radio [13]. If ைܶிி ൌ 0, then ைܶே becomes the hopping rate. Any number of 

optimization approaches could be used to tune these two parameters. However, even though this 

simpler approach can take into account the two specific jammer models described in this section, 

it does not have the flexibility inherent to the RL approach. For example, consider the scenario 

involving a reactive jammer with ோܰா஺஼் ൌ 4 , ூܰ஽௅ா ൌ 1 and a repeater jammer with ோܰா௉ ൌ 1, 

both targeting the friendly node simultaneously. The optimal transmission strategy would be to 

hop channels every time step, but also go idle for one time step after the fourth consecutive 

transmission (a strategy that is likely not possible with traditional parameter optimization). In 

addition, if the actual jammer behavior experienced by the transmitter does not match any 

models developed during creation of the mitigation strategy, then added flexibility may mean the 

difference between communicating and being fully jammed. 

3.2 Analysis of Reactive Jamming Against Satellite Communications 

3.2.1 Received Signal-to-Noise Ratio at the Jammer 

For reactive jamming to be feasible, the jammer must be able to receive the target signal 

at a high enough signal-to-noise ratio (SNR), so that it can either detect the center frequency, or 

be able to retransmit it without also transmitting excess out-of-band noise. In order to remain 

agnostic of the specific waveform (e.g., modulation scheme), we will only be concerned with the 

received signal power at the jammer ோܲ, the channel noise power ேܲைூௌா, and their ratio given by 

ܴܵܰ ൌ ோܲ/ ேܲைூௌா. We will first determine a rough estimate for the minimum SNR needed at the 

jammer, and then determine how close a jammer would have to be to the transmitter in order to 

achieve this SNR requirement. The latter analysis is performed for both an uplink and downlink 

attack separately. It should be noted that the analysis in this section also applies to the general 

problem of signal interception. 
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3.2.2 SNR Threshold for Repeating the Signal 

The threshold for an acceptable SNR depends on whether the jammer is digital or analog. 

If it is a digital reactive jammer that detects the center frequency and bandwidth, and then 

generates a jamming waveform, the SNR must be high enough for this detection process. If we 

assume the jammer has no a priori knowledge of the target waveform, then the only difference 

between observing a signal and observing noise is the statistical average energy they contain. 

Therefore, the optimum detector compares the average energy in an observed waveform to a 

threshold, also known as an energy detector or radiometer [14]. Performance of a Neyman-

Pearson type energy detector is parameterized by SNR and number of samples, and given by 

[14]: 

 ஽ܲሺߜே௉ሻ ൌ 1 െ Γ ቀ௡
ଶ
; Γିଵ ቀ௡

ଶ
; 1 െ ቁߙ ሺ1 ൅ ܴܵܰሻିଵቁ, (6) 

where Γሺݔ,  is the false-alarm probability, and ݊ is the ߙ ,ሻ is the incomplete gamma functionݕ

number of samples taken from the observed waveform. Since false-positives and false-negatives 

are not that critical in this scenario, we can set ߙ ൌ 0.1 and ஽ܲ ൌ 0.95. If the jammer must detect 

the signal reasonably fast, we can set ݊ ൌ 10, which gives us a required SNR of 5 dB. 

In the case of an analog jammer, a high SNR would be desired to avoid retransmitting 

excess noise and thus wasting power. At 5 dB of SNR, the jammer will transmit about 75% of 

the desired signal and 25% noise (
଴.଻ହ

଴.ଶହ
ൌ 3 ൎ 5 dB), which is reasonable considering the gain 

achieved by using reactive jamming. For the remainder of this work, we assumed a 5 dB SNR is 

required at the jammer’s receiver in order to perform reactive jamming. Now that we have an 

estimated SNR threshold, we can assemble an example link budget for a realistic scenario. We 

will first analyze an uplink jamming attack, then a downlink jamming attack. 

3.2.3 SNR During Uplink Jamming 

An uplink attack involves jamming the uplink signal, which is sent from the ground user 

or station and received by the satellite. Thus, the jammer is receiving the ground user’s signal 

and transmitting noise on the detected signal band towards the satellite’s receiver, as shown in 

Figure 7. In this subsection, we are only concerned with how well the jammer can receive the 

ground user’s signal. 
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Figure 7. Uplink System Diagram 

 

The link budget for the target signal is given by [15]:  

 ோܲ ൌ ்ܲ ൅ ்ܩ ൅ ோܩ െ ௣௔௧௛ܮ െ ௔௧௠ܮ െ ௠௜௦௖ܮ െ  ௣௥௢௖௘௦௦, (7)ܮ

and noise power is found using the traditional “kTB” method [15]:  

 ௡ܲ௢௜௦௘ ൌ ݇ ൅ ܶ ൅  (8) .ܤ

The following list describes each parameter: 

 ோܲ - Received signal power  

 ்ܲ - Transmitted signal power  

 ்ܩ - Transmitting antenna gain  

 ܩோ - Receiving antenna gain  

 ܮ௣௔௧௛ - Path loss  

 ܮ௔௧௠ - Atmospheric attenuation  

 ܮ௠௜௦௖ - Miscellaneous losses not yet accounted for  

 ܮ௣௥௢௖௘௦௦ - DSSS processing gain  

 ݇ - Boltzmann constant (approx. -228.6 dBW/K/Hz)  

 ܶ - Noise temperature in dB-Kelvins  

 ܤ - Bandwidth of signal in dB-Hz (before spreading). 

In order to calculate link budgets for this scenario, we must approximate each parameter listed 

above. These approximations are made for the sake of obtaining insight into the feasibility of 
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reactive jamming in a SATCOM scenario. Therefore, when possible (and publicly available), 

parameters will be taken from existing SATCOM systems. The uplink center frequency ݂ will be 

centered around 40 GHz as discussed earlier. 

்ܲ is the transmit power of the ground user. To improve traceability of this analysis, we 

will use information from commercial SATCOM systems in geosynchronous orbit. National 

Aeronautics and Space Administration (NASA)’s Tracking and Data Relay Satellite (TDRS) has 

a user equivalent isotropically radiated power (EIRP) of 48.5 dBW in the high data rate mode 

[16], and the ViaSat VMT-1220 ground terminal states a similar figure [11]. Likewise, the 

ThinSat Talos Integrated Antenna and Terminal Subsystem is specified to have an equivalent 

EIRP of 47 dBW [17]. Because ܴܲܫܧ ൌ ்ܲ ൅  we must subtract out the estimated main-lobe ,்ܩ

antenna gain of 35 dB. This leads us to the rough estimation of ்ܲ ൌ 13.5 W or roughly 11 

dBW, which will be used for analysis. 

 is the gain of the ground user’s transmitting antenna with respect to the jammer in this ்ܩ

case, because we are investigating with what power the jammer receives the ground user’s 

signal. This is a tricky value to estimate, because the ground user will be pointed at the satellite, 

not the jammer. It is highly unlikely that the jammer will be located in the main lobe of the 

ground user’s antenna, unless it is onboard an airborne platform that is flying directly between 

the ground user(s) and satellite. This modeling dilemma is depicted in Figure 8. Clearly, there is 

isolation provided by the directional antenna, but the question is, how much? At any given time, 

the jammer may be pointed into the peak of a side lobe, or into a null. Regardless, in order to put 

together a link budget, we need to model the “average gain”. For now, a gain of -10 dB will be 

used for ்ܩ. This can be thought of as isolation provided by the ground user’s transmitting 

antenna. A more elegant solution to this dilemma will be the subject of future research, and may 

involve a stochastic component. 
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Figure 8. Example Radiation Pattern of a Directional Antenna 

 

-ோ is the gain of the jammer’s receive antenna, which could be anywhere from omniܩ

directional to highly directional. If the jammer knows roughly where the target ground users are, 

then it can use a directional antenna pointed at them (although, it would lack any sort of pointing 

or beamforming feedback). We will therefore assume a 15 dB antenna is used, to take into 

account a small amount of directionality. 

Path loss ܮ௣௔௧௛ is a function of the channel between the ground user and jammer. In order 

to perform uplink reactive jamming, the jammer must be within the same spot-beam as the 

ground user whose signal is being jammed. Therefore, the distance between the ground user and 

jammer must be no more than the typical beam width, and is likely much less. For the sake of 

analysis we will vary the distance between 1 - 50 km, so that the jammer is likely to be within 

the beam. For the channel model, we will use a “line-of-sight (LOS) free space plus reflection 

and multiple diffraction” channel model to capture a rural type environment at 40 GHz [18]. The 

attenuation as a function of frequency ݂ in MHz and distance ݀ in kilometers is given in dB 

using the equation:  

௣௔௧௛ܮ  ൌ 32.45 ൅ 20logଵ଴݂ ൅ 20logଵ଴݀ ൅ ௥ܣ ൅  ௙௥, (9)ܣ
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where ܣ௥ and ܣ௙௥ capture reflection attenuation and Fresnel zone obstruction attenuation, 

respectively. We will be using 5 dB for both terms for the sake of approximation, as done in 

 ௠௜௦௖ܮ .௔௧௠ is zero because, in this case, the signal is not passing through the atmosphereܮ .[18]

will be set to 2 dB to take into account miscellaneous losses (e.g., cable loss). ܮ௣௥௢௖௘௦௦ is the 

processing gain (i.e., spreading gain) associated with the DSSS.  

This analysis is focused on detecting the instantaneous center frequency used by the 

ground user. Therefore, the FHSS processing gain (i.e., the ratio of the hopping bandwidth to the 

bandwidth after DSSS spreading the narrowband signal) does not come into play in the link 

budget. As a case study, we will use the processing gain of the 802.11b/g DSSS implementation, 

which is about 10 dB [19]. This DSSS spreading gain figure can be thought of as the ratio of the 

narrowband bandwidth to the instantaneous radio frequency (RF) bandwidth. 

The system noise temperature ܶ is the sum of the antenna noise temperature and receiver 

noise temperature, both of which are based on implementation [15]. If the system noise figure is 

known (denoted as ܨ௡௢௜௦௘ and typically given in dB), then the noise temperature can be 

calculated by [15]: 

 ܶ ൌ 290ሺ10ி೙೚೔ೞ೐/ଵ଴ െ 1ሻ						ሾKelvinሿ. (10) 

The value of 290 K is based on typical room temperature. In the case of the jammer pointing at 

the ground user with a 15 dB gain receive antenna, we will approximate ܨ௡௢௜௦௘ ൌ 3.15 or 

ܶ ൌ 310 K, due to the fact that the jammer is pointed towards the surface and not the sky. 

The bandwidth before spreading ܤ is largely based on the symbol rate, which we will 

assume to be 1 MSps. The occupied RF bandwidth will be found as if it were a single-carrier 

signal utilizing raised cosine filters, using the equation: 

ܤ  ൌ ܴௌሺ1 ൅  ሻ, (11)ߙ

where ߙ is the roll-off factor, which is often around the value of 0.25. Using our assumptions, 

this comes out to ܤ ൌ 0.625 MHz, which is a reasonable amount considering 10 dB of DSSS 

spreading was assumed, and the DSSS signal is then hopped in frequency across 2 GHz of 

bandwidth. Thus, the bandwidth after DSSS spreading is ܤ ൌ 6.25 MHz, and the FHSS 

spreading gain is 25 dB using 320 adjacent hopping channels, because:  

  ሺ0.625 MHzሻሺ10ሻሺ320ሻ ൌ 2 GHz.  (12) 
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Using these many approximations, we can now calculate the SNR while varying the distance 

between the jammer and ground user. The results are shown in Figure 9, with the horizontal line 

representing the threshold for frequency detection. It can be seen that our SNR threshold is 

reached at about 8 km. Therefore, the jammer must be within this distance of the target ground 

user in order to be able to detect the signal and effectively perform reactive jamming.  

 

 

Figure 9. SNR at Jammer When Receiving the Ground User’s Signal 

 

3.2.4 SNR During Downlink Jamming 

A downlink attack involves injecting noise into the ground user’s receiver, and therefore 

the jammer must receive the signal transmitted by the satellite, as shown in Figure 10. To find 

how well the jammer can receive this signal, we will reinvestigate the parameters described in 

the uplink attack subsection, but for the downlink jamming scenario. ܮ௣௔௧௛ is now the distance 

between the jammer and satellite, and is considerably larger than that of the uplink attack. 

Geostationary orbit is located 35,786 km above the Earth’s surface, in which the surface is 

defined by the mean sea level. If we assume that the jammer is in the same meridian as the 

satellite, then we can use the latitude angle of the jammer to calculate the actual distance ݀ 

between the two antennas:  

 ݀ ൌ √ܴଶ ൅ ଶݎ െ  (13) ,ߠcosݎ2ܴ
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where ܴ is the radius of the Earth (roughly 6.37e6 m), ݎ is the orbital radius of the satellite (42e6 

m for geostationary orbit), and ߠ is the latitude of the jammer. Thus, for our analysis this 

equation can be reduced to: 

 ݀ ൌ √1.818݁15 െ 5.37݁14cos(14) .ߠ 

To find the distance between the jammer and satellite, we will consider three scenarios, in which 

the jammer is located at 0∘, 45∘, and 60∘ latitude.  

 

 

Figure 10. Downlink System Diagram 

 

Table 2 shows the distance ݀ between the jammer (or ground user) and satellite, as well 

as the propagation delay, which will be used later. The downlink carrier is at 20 GHz as 

discussed earlier, and in this case, we calculate ܮ௣௔௧௛ using the free space path loss equation 

(with an atmospheric attenuation loss added separately):  

௣௔௧௛ܮ  ൌ ሺ4݂݀ߨ/ܿሻଶ. (15) 

்ܲ is the transmit power of the satellite, which we will estimate to be 100 W or 20 dBW, based 

on real-world examples [15]. ்ܩ is the satellite’s transmit antenna gain with respect to the 

ground user’s location, but because the jammer must be within a beam width of the ground user 

(as shown later), we will assume that the jammer experiences the same transmit antenna gain, 

estimated to be 40 dB. ܩோ is now much higher because we will assume the jammer has a 

directional antenna pointed at the satellite. It is reasonable to assume that the jammer has 

accurate knowledge of the satellite’s coordinates, because it is in geosynchronous orbit and the 
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orbit locations are in the public domain. We will vary this figure between 10 dB and 40 dB. ܮ௔௧௠ 

is nonzero now that the signal is passing through the atmosphere. We will use an approximate 

figure of 1 dB for the uplink and downlink based on the recommendations in [20]. ܮ௠௜௦௖ will 

again be set to 2 dB to take into account miscellaneous losses. The noise temperature ܶ is 

dependent on the receiver characteristics, but we will approximate it to be 200 K because the 

jammer’s receive antenna is pointed into the sky [15]. We will assume the bandwidth of the 

downlink signal is the same as the uplink: ܤ ൌ 0.625 MHz. 

Table 2. Distance and Delay Between the Jammer (or Ground User) and Satellite 

Latitude  0 45 60 

Distance 35,793  ࢊ km 37,928 km 39,367 km 

Propagation Delay  0.1193 s 0.1264 s 0.1312 s 

 

The SNR while varying ܩோ for the downlink jamming case is shown in Figure 11, 

parameterized by the geographical location of the jammer in latitude. Based on the SNR 

threshold (shown as a red line), the jammer must obtain a receive antenna gain of at least 20 dB 

for reactive jamming to be feasible. For example, the jammer may choose to have a fairly 

compact 20 dB gain parabolic reflector antenna pointed towards the satellite. 

 

 

Figure 11. SNR at Jammer When Receiving the Satellite’s Signal 
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3.2.5 Jammer-to-Signal Ratio Component 

In order to fully corrupt a communications link, the jammer must cause the bit error rate 

(BER) after forward error correction (FEC) to be significantly high. Either the data must be 

significantly corrupted, or the control information must be corrupted to the point at which the 

data cannot be successfully decoded. While the data error rate can be discussed in terms of BER, 

it is also common to consider the block error rate (BLER) or packet delivery ratio (PDR) [2]. In 

FHSS systems, hop error rate can also be used as a metric. Errors on the control information, on 

the other hand, are more difficult to quantify because the BER metric has much less meaning. 

For the rest of this analysis, we will only discuss errors on the data and use the BER metric (note, 

this can be thought of as indirectly taking into account erroneous control information). 

The worst-case BER is 0.5, although a BER around 0.1 (after forward error correction) 

will likely cause denial of service (DOS) due to the number of retransmissions and dropped 

packets. Even if the information contains real-time voice or video data, which cannot be 

retransmitted due to their time sensitivity, the coder and decoder (CODEC) would be unable to 

produce intelligible audio or video. The actual BER or BLER threshold is based off of numerous 

factors on many different layers and would be best acquired empirically [21]. Therefore, we will 

continue by assuming a BER threshold to cause DOS of 0.1, or 10%, of the information bits 

received in error after demodulation and decoding. The minimum JSR to cause a BER of 0.1 is 

mostly dependent on the modulation scheme and the method of forward error correction (i.e., 

channel coding). Assuming the communication system supports adaptive modulation and coding, 

in a harsh environment it will likely ratchet down to binary phase-shift keying (BPSK) or 

quadrature phase-shift keying (QPSK) using a low rate coding scheme. To gain further insight, 

we observe a frame error rate (FER) curve for BPSK in an additive white Gaussian noise 

(AWGN) channel using low density parity check (LDPC) coding at various rates (based on the 

DVB-S2 protocol), shown in Figure 12. It is clear that around -2 dB of JSR (or 2 dB of SNR), 

even the most advanced coding reaches a point where the amount of errors would cause link 

failure. 
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Figure 12. BER Curve For BPSK in an AWGN Channel With LDPC Coding at Various 
Rates 

 

Given details of a communication link, the JSR can be found by calculating the received 

friendly signal power ோܲ and received jamming signal power ோܲି௃஺ெ. Channel noise is ignored 

because the received jamming power will be significantly higher than the received noise power 

under successful jamming. ோܲ and ோܲି௃஺ெ are found using the link budget in Equation (7), 

except ܮ௣௥௢௖௘௦௦ ൌ 0 for ோܲ because the communications receiver (either at the ground station or 

satellite) is able to de-spread the DSSS. In the following two sections, we evaluate these link 

budgets for the uplink and downlink jamming scenarios respectively. 

3.2.6 Uplink Jamming JSR 

We will carry over the assumptions made in the previous section in order to map the 

analysis to a realistic scenario. In addition, we will assume that the jammer has a directional 

antenna pointed at the satellite. Without this capability, the attack is not feasible. We will also 

assume that the jammer is located close enough to the ground users such that the jammer is 

located inside the spot-beam (i.e., region illuminated by the main-lobe of a directional antenna). 

Previously, we approximated the ground user’s transmit antenna gain to have a -10 dB gain in 

the direction of the jammer, but now we will only care about the main-lobe gain, which we will 
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approximate to 35 dB after cable losses (a figure which is included in [16]). The transmit power 

of the jammer is set at 10 dB higher than the ground user’s, which accounts for the 10 dB loss 

associated with the DSSS processing gain. The result is a JSR of 0 dB (due to the other gains and 

losses being equal), which is above our threshold of -2 dB and will likely cause degradation of 

the link or full denial of service. Table 3 provides the full link budgets. 

In summary, feasibility is achieved by the jammer transmitting at a much higher power 

than the user, to compensate for the DSSS processing gain. If the SATCOM system does not use 

DSSS, then the jammer would simply have to transmit at around the same power as the user. 

 

Table 3. Uplink Jamming Attack Link Budget to Calculate JSR 

Jammer Power Budget  Signal Power Budget 

PT 21 dBW  PT 11 dBW 

GT 35 dB  GT 35 dB 

GR 40 dB  GR 40 dB 

Lpath -216 dB  Lpath -216 dB 

Latm -1 dB  Latm -1 dB 

Lmisc -1 dB  Lmisc -1 dB 

Lprocess -10 dB     

    PR -132 dBW 

PR-Jam  dBW     

  JSR = 0.0 dB   

 

3.2.7 Downlink Jamming JSR 

We will now use the same approach for the downlink jamming scenario. The jammer will 

still use a 15 dB gain antenna pointed toward the target ground user(s), with a ்ܲ = 21 dBW. We 

will start off by investigating a scenario in which the jammer is 10 km from the ground user. 

Using the rural path loss model described in Equation (9), this comes out to a path loss of 148.5 

dB (for the jamming signal). Table 4 provides full assembly of the link budgets. 
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Table 4. Downlink Jamming Attack Link Budget to Calculate JSR 

Jammer Power Budget  Signal Power Budget 

PT 21 dBW  PT 20 dBW 

GT 15 dB  GT 40 dB 

GR -10 dB  GR 35 dB 

Lpath -148.5 dB  
(10 km)

 Lpath -210 dB 
(20 GHz) 

Latm 0 dB  Latm -1 dB 

Lmisc -1 dB  Lmisc -1 dB 

Lprocess -10 dB     

    PR -117 dBW 

PR-Jam -133.5 dBW     

  JSR = -16.5 dB   

 

When the jammer uses a transmit antenna gain of 15 dB, there is no way to achieve a 

high enough JSR for successful jamming, mainly due to the high antenna gains associated with 

the signal power budget. For the jammer to achieve an extra 16.5 dB and even out the budgets 

(i.e., balance the budget), it could either use a 32 dB gain antenna, which is possible if it knows 

exactly where the target is, or be positioned 1 km from the target instead of 10 km. 

3.2.8 Geometric Component 

So far, we have investigated the first two reactive jamming constraints. However, even if 

the SNR and JSR requirements are met, the adversary may still fail to cause denial of service (a 

desirable outcome for our countermeasure discussed later). In order for a reactive jammer to be 

effective, the jamming signal must reach the target receiver before it hops to a new frequency. 

Therefore, the geometry of the system is an important factor when analyzing the feasibility of 

reactive jamming. In addition, the delay between when the jammer receives the target signal and 

transmits the jamming signal, known as the jammer’s processing delay, should be included in 

this component. Figure 13 shows the time and frequency behavior of a repeater jammer (red) 

jamming a target signal (green). Despite the time delay between the friendly signal arriving and 

jamming signal arriving, the signals are vulnerable to jamming.  
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Figure 13. Time and Frequency Behavior of a Repeater Jammer 

 

In order to quantify the impact of jamming, we can abstract the physical layer by 

assuming a certain fraction of each hop must be jammed at the receiver in order to cause denial 

of service, a fraction that we will denote as ߟ. The value of ߟ largely depends on the channel 

coding scheme, interleaving, and JSR. Using this abstraction, for a repeater jammer to be 

successful we must have: 

 
ௗమ
௖
൅ ௝ܶ ൅

ௗయ
௖
൑ ௗభ

௖
൅ ሺ1 െ ሻߟ ௛ܶ, (16) 

where ௝ܶ is the processing plus analog delay associated with the jammer, ௛ܶ is the duration of 

each hop, and the distances ݀ are as shown in Figure 7 and Figure 10 for uplink jamming and 

downlink jamming, respectively. This equation shows that hopping at a faster rate can be used to 

protect communications from repeater jamming, which is a well-known mitigation strategy [11]. 

To gain further insight, we must estimate the fraction of each hop that must be jammed, ߟ. 

3.2.9 Fraction of Each Hop That Must Be Jammed 

Fundamental limitations on the effectiveness of repeater jamming against FHSS are 

derived in [11]. For example, the authors show that the average symbol error probability can be 

formulated by introducing ௝ܲ, the probability a symbol is jammed given the jamming signal is 

present during the reception of that symbol. If we assume that the non-jammed symbol error rate 

is ܨ௡௝ and the symbol error rate under jamming is ܨ௝, then the average symbol error probability is 

given by [11]:  
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௦ܲ ൌ
்೓ି்೙ೕ
்೓

௝ܲܨ௝ ൅ ቀ1 െ
்೓ି்೙ೕ
்೓

௝ܲቁ ,௡௝ܨ (17)

where ௡ܶ௝ is the duration of the hop in which the jamming signal is not present, which is equal to 

௝ܶ ൅ ሺ݀ଶ ൅ ݀ଷ െ ݀ଵሻ/ܿ. If the hop is not jammed at all, then ௦ܲ ൌ  ௡௝ܨ ௡௝. It should be noted thatܨ

is largely determined by the SNR, while ܨ௝ is mostly impacted by the JSR. 

To estimate ௛ܶ, we will assume a symbol rate of 1 MSps. Using 50 symbols per hop, we 

have a hop duration of about 50 ݏߤ, although in the simulation we vary the number of symbols 

per hop between 10 and 500 to cover all realistic FHSS configurations (we will not take into 

account a fractional symbol per hop system). For now, we will assume the jammer takes 4 

symbols to detect the center frequency and another 1 symbol worth of time to generate and 

transmit the jamming waveform (this will include the time it takes to tune the transmitter to the 

right frequency). This results in a jammer processing delay of ௃ܶ ൌ  a figure that is ,ݏߤ 5

discussed in more detail later. 

We will assume that the ground user and jammer are approximately the same distance 

from the satellite. This is an acceptable assumption because if the jammer is within about 20 km 

from the ground user, then the most the two distances can deviate is only about 10 - 20 meters, 

because the distance between the Earth and satellite is three orders of magnitude greater than 

between the ground user and jammer. In an uplink attack, this distance corresponds to ݀ଵ and ݀ଷ, 

while in a downlink attack, it is ݀ଵ and ݀ଶ. Therefore, the feasibility of an uplink and downlink 

attack can be analyzed simultaneously because of the system’s symmetry. In this case, the 

minimum distance between the ground user and jammer for successful jamming becomes equal 

to ሺ ௛ܶ െ ߟ ௛ܶ െ ௝ܶሻܿ. Figure 14 shows the maximum distance the jammer can be from the ground 

user in order to successfully jam a hop, as a function of ߟ, parameterized by varying the number 

of symbols per hop. The saturation on the right-hand side of each curve is due to the jammer’s 

processing delay, ௃ܶ, of 5 ݏߤ. 
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Figure 14. Maximum Distance the Jammer Can Be From the Ground User in Order to 
Successfully Jam a Hop, as a Function of ࣁ 

As seen in these simulations, for the 50 symbols per hop case, the jammer will have to be 

within about 10 km from the ground user in order to perform successful reactive jamming, due to 

the geometric constraints. This assumes the JSR is received at a high enough level and the SNR 

at the jammer is high enough to repeat the signal. While these results are largely dependent on 

the assumptions made, they provide insight to the limitations of reactive jamming SATCOM 

(e.g., it is highly unlikely to perform successful reactive jamming when ݀ଶ is larger than around 

10 km). 

4 RESULTS AND DISCUSSION  

4.1 Recursive Learning Mitigation Strategy 

In this section, we present some simulation results to show proof-of-concept of our 

proposed technique. To simulate this RL based mitigation strategy, a link layer simulation 

framework was created, which included the jammer models described in this section. Q-learning 

was chosen as the RL technique [12]. In terms of Q-learning parameters, a learning rate, ߙ, of 

0.95 (the transmitter will quickly use learned knowledge) and discount factor, ߛ, of 0.8 was used 

for the simulations. This relatively low discount factor was used because of the cyclic nature of 
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the optimal policies. Figure 15 shows the reward over time for various jamming models, 

depicting the learning process until saturating to an effective policy with constant reward. 

Because the reward from each time step is proportional to link throughput, the results can be 

interpreted as throughput over time. The barrage jammer was modeled by causing jamming with 

20% probability at each time step, regardless of how long the transmitter has been transmitting or 

on a given channel. This can be thought of as a nonreactive jammer that is always transmitting, 

but at a jammer-to-signal ratio that is not quite high enough to cause complete denial of service. 

 

 

Figure 15. Simulation Results Showing the Learning Process Over Time in the Presence of 
Different Jammers 

 

The maximum achievable reward under each jamming behavior varies, which is expected 

(e.g., ோܰா஺஼் ൌ 2 will allow using a higher duty cycle than ோܰா஺஼் ൌ 1). Although not depicted 

in Figure 15, it should be noted that the transmitter learned the optimal policy only during the 

reactive jamming and barrage jamming scenarios. In both repeater jamming scenarios, the 

learned policy did not traverse the entire zigzag pattern on the MDP, which is the optimal policy 
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for the repeater jamming model as discussed earlier. Rather, the transmitter would go idle on 

occasion, which would essentially reset the zigzag pattern. Hence, the reward achieved under 

repeater jamming was not the maximum possible reward. Under barrage jamming, the optimal 

policy for the transmitter would be to remain transmitting on the same channel indefinitely, 

which occurred after around 50,000 time steps, except for the occasional channel hop (as 

indicated by the small dips in the plot). This demonstrates how the proposed strategy can work 

under non-reactive jamming, despite not being designed to do so, and even provide better 

throughput than a constant-rate FHSS approach by avoiding the overhead associated with 

changing channels. 

It should be noted that the time taken to learn an effective strategy for a given jammer is a 

function of the learning rate parameter and learning technique (Q-learning in this case). Results 

in Figure 15 show a learning time between 30,000 and 50,000 time steps, which is one or two 

seconds in a system where the minimum hop duration is on the order of tens of microseconds. 

While this may seem long compared to a radio that is preprogrammed with specific anti-jam 

strategies, it is unlikely that the presence of different jammers will change within seconds. In 

addition, the preprogrammed radio must spend time classifying the type of jammer present in 

order to know which mitigation scheme to use, a process which is not needed for the proposed 

strategy. We remind the reader that although wireless channel conditions are known for changing 

within milliseconds, the proposed strategy is meant to counter the adversary, not traditional 

channel imperfections such as fading or Doppler shift. 

4.2 Simulation Using Systems Tool Kit 

As a form of validation, the scenarios discussed in this report were simulated using a 

software package called Systems Tool Kit (STK). The orbit of a generic geostationary satellite 

over the Americas was used. Figure 16 shows the 3D view of the uplink jamming scenario. The 

top portion is zoomed into the ground user and jammer (both transmitting towards the satellite), 

while the bottom shows the communications satellite in geosynchronous orbit, receiving in the 

direction of the ground user. The rainbow cones show a 3D projection of the antenna radiation 

pattern, while the red cone represents the jammer’s receiver pointing at the ground user. The 

jammer was placed on a ground vehicle, so that the distance between the jammer and ground 

user could be varied between 0 - 50 km (the red line shows the ground vehicle path). 
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Figure 16. Screenshots of the Uplink Jamming Scenario in STK 

 

These STK scenarios were used to verify the results found previously. Table 5 highlights 

some of the numerical results found, with notes describing the specific conditions under which 

the simulations were performed. In all four cases, these simulated results closely match the 

analysis in prior sections, which is expected considering the more complex models do not 

deviate too much from the simple models used earlier. 

 

Table 5. STK Simulation Results Showing JSR and SNR for the Uplink/Downlink 
Scenarios 

Scenario Notes Result 

Uplink SNR 10 km between user and jammer 3 dB 

Downlink SNR at 0∘ latitude with ܩோ ൌ 30 dB 15 dB 

Uplink JSR same parameters as in link budget 1 dB 

Downlink JSR same parameters as in link budget -15 dB 
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Figure 17 shows the results of a simulation that attempts to reproduce the previously 

presented Figure 9. Both methods show that the SNR threshold of 5 dB is reached at about 8 km. 

It should be noted that the antenna isolation figure of 10 dB, used throughout this analysis, was 

included in the simulations. 

 

 

Figure 17. STK Simulation Showing SNR Measured During the Uplink Attack (at the 
Jammer) 

 

4.3 Coding and Interleaving 

While there exists many mitigation strategies for various forms of jamming, we would 

like to propose one that is based on the insights developed from this project. The proposed 

reactive jamming mitigation strategy is to use a coding and interleaving scheme that results in 

the transmitted bits (at a 1:1 coding ratio) appearing at the very beginning of each hop. The 

proposed mitigation strategy takes advantage of the geometric constraints of reactive jamming. 

There would need to be some sort of error detection (e.g., a cyclic redundancy check (CRC) at 

the higher layer) that checks validity of multiple hops worth of information at once. Most coding 

literature assumes AWGN or fading channel in which the erasures do not correspond to the last 

portion of every hop, but as we found out in the geometric constraints portion, jamming the very 

beginning of each hop is significantly challenging. This strategy would require that 

synchronization symbols and reference symbols (i.e., pilots) not be used in the very beginning of 

each hop, or at least used sparingly. 
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As demonstrated using Figure 15 and the related analysis, if the jammer is forced to 

overlap with over about 90% of the target hop to cause denial of service (i.e., ߟ ൐ 0.9), then 

reactive jamming really is not very feasible. While this specific percentage threshold varies 

based on number of symbols per hop, the jammer’s processing delay, and the geometry of the 

system, the proposed anti-jam strategy can at least attempt to maximize the value of ߟ in order to 

mitigate most reactive jamming scenarios. As long as the geographical area within close 

proximity to the ground user is clear of reactive jamming, using this method of coding and 

interleaving to raise the value of ߟ will provide strong protection against reactive forms of 

jamming. 

Figure 18 shows simulation results in which the link state is measured while varying ߟ 

and the symbols per hop. In every single jammed case, it is the uplink that is denied. This is the 

type of figure that can be used as a guide in determining how high ߟ must be, based on the 

number of symbols per hop (or how fast to hop if ߟ is constant). 

 

 

Figure 18. Feasible Region of Countermeasure 
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5 CONCLUSIONS 

Under this research grant project, the authors have developed and described herein a 

reinforcement learning based strategy that a communication system can use to deal with reactive 

jammers of varying behavior by learning an effective channel hopping and idling pattern. This is 

directly applicable to military satellite communications in a contested environment. Simulation 

results provide a proof-of-concept and show that a high-reward strategy can be established 

within a reasonable period of time, with the exact time being dependent on the duration of a time 

step. 

An advantage of the approach described in this report is that it can counter a wide range 

of jamming behaviors, not known a priori. Without needing to be preprogrammed with anti-jam 

strategies for a list of jammers, our approach is able to better adapt to the environment. The 

proposed technique is best used in tandem with an algorithm that finds a favorable subset of 

channels to use, as well as modern optimization techniques such as adaptive modulation and 

forward error correction. In future work, we would investigate expanding the Markov Decision 

Process state-space to take into account additional factors, as well as explore more stochastic 

jammer models. In addition, it is likely that the reinforcement learning procedure can be tuned to 

provide even greater performance. 

Further, we analyzed the feasibility of performing reactive jamming (including repeater 

jamming) in a satellite communications scenario, using a three step approach based on the signal 

to noise ratio, jammer to signal ratio, and geometric jamming constraints. Additional clarity was 

provided by splitting the analysis into uplink and downlink jamming. Even though reactive 

jamming is a complex form of jamming that requires receiving capabilities and a low processing 

delay, it allows a jammer to counter the processing gain associated with frequency hopping 

spread-spectrum. It is for this reason that we should consider reactive jamming a future threat in 

the satellite communications domain, especially as software-defined radios become more capable 

and less costly. Results of each of the three steps are summarized in Table 6. 

The overall feasibility of uplink and downlink jamming is highly dependent on the 

scenario at hand, although we showed an example scenario that would allow for a jammer to 

deny communications via uplink jamming but not downlink jamming. Because both the uplink 

and downlink are vital to the operation of a satellite communications link, only one of the two 

needs to be jammed. Thus, the overall conclusion of this paper is that reactive jamming is in fact 
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feasible in a satellite communications scenario, and reactive-specific countermeasures should be 

considered by system designers. However, this work showed that as long as the geographical 

area around user terminals is free of reactive jammers, substantial mitigation can be achieved 

using the proposed mitigation strategy. 

 

Table 6. Summary of Feasibility Analysis 

Portion Feasible Notes 

SNR-uplink Yes Jammer must be within about 8 km of ground user 

SNR-downlink Yes 20 dB or higher receive antenna gain 

JSR-uplink Yes Jammer compensates for processing gain with ்ܲ 

JSR-downlink No Not without described augmentations 

Geometry-both Yes As long as the jammer is ൏ 10 km from user 

 

6 RECOMMENDATIONS 

As a follow-on to analyses and results accomplished during this effort, we recommend 

conducting research into anti-jam strategies that leverage machine learning and cognition in 

order to decrease the likelihood of in-band interference, which degrades link quality. Also, we 

recommend expanding the Markov Decision Process state-space to take into account additional 

factors, as well as explore more stochastic jammer models. It is likely that the reinforcement 

learning procedure can be tuned to provide even greater performance. We also recommend 

developing performance metrics for determining effectiveness in terms of ability to protect 

communication, computational complexity, and technical feasibility. Satellite communication 

system design is strongly an optimization, and a metric would be useful in determining the best 

approach for a given scenario with given constraints. 
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LIST OF SYMBOLS, ACRONYMS, AND ABBREVIATIONS 

3D Three Dimension 

ACK Acknowledge 

ACM Association for Computing Machinery 

AWGN Average White Gaussian Noise 

BER Bit Error Rate 

BLER Block Error Rate 

BPSK Binary Phase Shift Keying 

CODEC Coder and Decoder 

CRC Cyclic Redundancy Check 

dB Decibel 

dBW Decibel relative to 1 Watt 

DOS Denial of Service 

DSSS Direct Sequence Spread Spectrum 

DVB-S2 Digital Video Broadcasting - Satellite - Second Generation 

EIRP Equivalent Isotropically Radiated Power 

FEC Forward Error Correction 

FER Frame Error Rate 

FHSS Frequency-Hopping Spread Spectrum 

GHz Giga-Hertz 

Hz Hertz 

JSR Jammer to Signal Ratio 

K Kelvin 

Km Kilometer 

LDPC Low Density Parity Check 

LOS Line of Sight 

m Meters 

MAC Media Access Control 
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MDP Markov Decision Process 

MHz Mega Hertz 

MSps Million Samples per Second 

NACK Not Acknowledged 

NASA National Aeronautics and Space Adminstration 

NIDLE Number of idle time steps 

NREP Threshold number of time steps to trigger repeater jammer 

NREACT Threshold number of time step to trigger reactive jammer 

OFDMA Orthogonal Frequency-Division Multiple Access 

PDR Packet Delivery Ratio 

PHY Physical Layer 

QPSK Quadrature Phase-Shift Keying 

RF Radio Frequency 

RL Reinforcement Learning 

s Second 

SATCOM Satellite Communication 

SNR Signal to Noise Ratio 

STK Systems Took Kit 

TDRS Tracking and Data Relay Satellite 

Toff Idle Time of a Transmitter 

Ton Active Transmission Time of a Transmitter 

VTM-1220 A moblie two-way ground terminal for remote Internet connection 

W Watt 

 Learning Rate 

 
The fraction of each hop duration that must remain un-jammed for 
communications to succeed 

 Epsilon, probability of occurance 

 micro 

Γ Discount Factor 
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